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Abstract

The rise in node-level parallelism has increased interest in task-based parallel runtimes for a wide array of application areas. Applications have a wide variety of task spawning patterns which frequently change during the course of application execution, based on the algorithm or solver kernel in use. Task scheduling and load balance regimes, however, are often highly optimized for specific patterns. This paper uses four basic task spawning patterns to quantify the impact of specific scheduling policy decisions on execution time. We compare the behavior of six publicly available tasking runtimes: Intel Cilk, Intel Threading Building Blocks (TBB), Intel OpenMP, GCC OpenMP, Qthreads, and High Performance ParalleX (HPX). With the exception of Qthreads, the runtimes prove to have schedulers that are highly sensitive to application structure. No runtime is able to provide the best performance in all cases, and those that do provide the best performance in some cases, unfortunately, provide extremely poor performance when application structure does not match the scheduler’s assumptions.
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Chapter 1

Introduction

The traditional presumption for how to deal with supercomputers with a high degree of node-level parallelism is “MPI + X”, where X is some node-level thread-based execution environment. For example, “MPI + OpenMP” refers to a message-passing (and typically BSP-oriented) execution model enhanced with OpenMP-style parallel loops and tasks. Recent interest in the use of novel execution models for high performance computing [6, 10] has suggested an increased level of importance for node-level parallelism, and a merging of the node- and system-level parallel models. Such efforts have led to the creation of runtime system software meant to embody those models by serving as an emulation facility on today’s platforms. Both the traditional and novel approaches agree that the success of building a full-scale distributed memory system parallel runtime will be determined by its ability to leverage some form of a node-level, shared memory, threaded runtime. Performance on today’s hardware must be the basis for an effective evaluation of the potential of future parallel models. Analysis of runtime performance on existing platforms enables the development of hardware features designed to alleviate the bottlenecks of these runtimes. Thus both the absolute performance of the model and the scalability of its core constructs are critical points of evaluation.

In this work, we examine six publicly available parallel tasking runtimes: Intel Cilk [2], Intel Threading Building Blocks (TBB) [12], Intel and GCC implementations of OpenMP [16], Qthreads [20], and High Performance ParalleX (HPX) [19]. These runtimes are typical node-level, shared memory, threaded runtimes exhibiting the basic characteristics of task-based parallelism. Cilk, TBB, and OpenMP are examples of industry-supported runtimes that are optimized around existing platforms. The Qthreads and HPX runtimes are characteristic of experimental systems intended as foundations for exploring future potential platforms with enhanced hardware capabilities. Both categories of runtime systems are represented here because each has an important role in determining the state of the art as well as paths forward.

This paper examines the common requirements of a task-parallel system in the context of four microbenchmarks that each expose a different application-level task spawning pattern:

**Serial Spawn** the most basic spawning pattern in which a single task spawns many children one at a time – typical loop control construct (e.g., *for* or *while*) is used in combination with a simple task spawn operation.

**Parallel Spawn** a more advanced spawning operation in which the runtime system (as a whole) spawns many children in parallel. This pattern is often used by more advanced loop-parallel programming environments to reduce load balancing overhead and improve spawn times.

**Fibonacci** a structured series of spawns with inter-spawn dependencies and synchronization required (requiring the underlying tasking system to manage many “waiting” requests). It provides a basic well-balanced spawn-tree pattern, common among many parallel-recursive algorithms, such as divide-and-conquer algorithms, and spawn/sync parallel programming environments, such as Cilk.

**Unbalanced Tree Search (UTS)** a highly unstructured and unbalanced set of spawn requests with a large amount of synchronization. This is a spawn tree that is highly irregular and requires a great deal of load-time load rebalancing. This pattern is similar to input-dependent parallel-recursive algorithms such as graph traversal algorithms.

These four benchmarks were chosen for several reasons. First, they are simple, which makes comparison between such different tasking environments much more straightforward. Second, they represent a reasonable selection of task
spawning patterns used in task-parallel code, specifically loop-level parallelism and recursive tree-based parallelism. These benchmarks have little to no computation in the tasks that are scheduled, which serves several purposes. Runtime overhead can take several forms: “hard” overhead, which is the time it takes to perform specific actions, and “soft” overhead, which is the effect of runtime behavior on actual work, often referred to as “work time inflation.” This paper focuses on “hard” overhead, and the lack of computation highlights the differences between runtimes in specific behaviors, which more complex computation, resource consumption, and memory references would serve to mask. This “hard” overhead is what drives decisions about task granularity, and as such understanding this overhead is crucial to designing applications to leverage such runtimes.

By examining these benchmarks, this paper examines the state of the art in threaded runtime task creation and management and provides a basis for evaluating the utility of these platforms in the exploration and development of future runtime systems. Multi-node performance is not examined, since most runtimes lack support for multi-node execution. However, the results of this paper provide a baseline of comparison for future multi-node tests.

The contribution of this paper is the comparison of multiple task-parallel runtimes across a range of task spawning and synchronization behaviors. One would expect to find that most runtimes are good at some problems and relatively bad at others. What is surprising, however, is the magnitude of the worst-case scenarios. In almost all cases, if a tasking runtime is the fastest at one benchmark, it is the worst by a significant margin at another benchmark. This has important implications not only for algorithm selection and design, but for the ability of parallel algorithms to be composed. Future studies will attempt to examine multiple runtimes for more specific applications, but this initial characterization provides a basis for differentiating the runtimes based upon determining the task behavior they are designed to handle efficiently. More generally, the contribution of this paper is the demonstration that few task-parallel runtimes are truly general-purpose; most cannot deal well with behaviors that do not match the assumptions of the runtime. This comparison enables software programmers to choose the runtime most appropriate for their application, or to choose algorithms most appropriate for their runtime, and to guide future research and development in runtime systems.

The remainder of this paper is organized as follows: Section 2 discusses related work; Section 3 describes the experimental setup; Section 4 presents our experimental results; Section 5 analyzes those results; and Section 6 draws together the major conclusions from this work.
Chapter 2

Related Work

Task-parallel programs generate a dynamically unfolding set of interdependent tasks. Efficiently scheduling tasks with a fully arbitrary set of inter-task dependencies is an NP-hard problem, requiring the use of heuristics in practice. As a result, typically either restrictions are placed on task dependencies or tasks are split into two tasks at communication and other synchronization boundaries such that the tasks can be modeled as a directed acyclic graph (DAG) [3, 5, 11, 8].

Scheduling policies for task DAGs have been well studied. Blumofe et al. proved that work stealing is an optimal multithreaded scheduling policy for DAGs that has minimal overheads [4], and Cilk [2] became the first runtime to use that mechanism. Some of the limitations of a pure work stealing approach in modern machine topologies, such as the general lack of topology awareness and cache-affinity, have been explored as well [15]. Intel Threading Building Blocks presents a limited form of work stealing known as depth-restricted work stealing [17, 18].

The effectiveness of a variety of DAG schedulers has also been examined at a theoretical level. Lutz et al. [13] looked at the tradeoff between communication and computation in DAG scheduling, proving that while the lower bounds of scheduling DAGs are tight, there are alternative valid schedules that are ineffective at limiting communication and as such would have significant performance problems. Alternatively, Blelloch et al. [1] examined the tradeoff between space and computation in DAG scheduling, again demonstrating that some schedules are highly effective and some are not. If, as is often the case, memory allocation is slow or memory space is limited, scheduling without awareness of the memory requirements can result in significant performance penalties.

What has not been studied is the effectiveness of the implementations of task-DAG schedulers. While static scheduling of fixed DAGs can prove highly advantageous, the DAG for a given program typically cannot be determined before execution; e.g., for emerging important graph application areas such as informatics. Further, execution time is highly dependent upon implementation details, such as the overheads of synchronization and load-balancing queue implementation. Non-deterministic issues such as queue contention are often ignored in mathematical models of scheduling policies, yet have a significant impact upon overall performance.
Chapter 3

Experimental Setup

The evaluation was conducted on a four-socket 32-core Intel Nehalem X7550 machine. Each socket has eight cores, each core has 32K of L1 cache, 256K of L2 cache and shared 18MB of L3 cache. Each socket has 128GB of dedicated memory for a total of 512GB DRAM. Hyper-threading was disabled. The machine ran CentOS Linux, kernel version 2.6.32-220.7.1.el6.centos.plus.x86_64. This testbed was chosen for its compatibility with the Intel runtimes, its relatively high core count, and its non-uniform memory topology, as these characteristics are likely to be representative of future commodity systems.

3.1 Runtimes

We tested six task-parallel runtimes: Intel Cilk Plus 12.1.0 [2], Intel Threading Building Blocks (TBB) 4.0 [12], Intel OpenMP 12.1.0, GCC OpenMP 4.7.0 [16], HPX 0.9 [19], and Qthreads 1.8 [20]. All runtimes were compiled with ICC 12.1.0, with the exception of GCC OpenMP and HPX, both of which require the GNU compiler and were compiled with GCC 4.7.0.

For each fixed-size problem, the number of utilized cores was scaled from 1 to 32. The default processor pinning mechanism was used for Cilk, GCC OpenMP, HPX, Intel OpenMP, and TBB. The Qthreads runs were manually pinned such that one work queue was associated with each utilized core, so that the CPU affinity resembled that of the other runtimes, to eliminate affinity differences as a cause of performance differences.

The runtimes can be divided into two categories: three compiler-based runtimes and three library-based runtimes.

OpenMP was chosen because it has become a cross-vendor way of expressing task-based parallelism, as of the release of the OpenMP 3.0 spec. The results for Intel and GCC OpenMP demonstrate that the implementation can be far more important for performance than the language. Cilk, a spawn/sync extension to C, was chosen as the historic standard-bearer for low overhead work-stealing runtimes. Each compiler-based runtime technically has an advantage in that it can recognize null-tasks or create special-case tasks to be used under specific conditions, though it still often relies on a runtime library of some kind under the covers.

Library-based runtimes can provide compiler-independence, but typically force programmers to reorganize their parallelism in a way that fits the library’s API. Intel TBB was chosen as a production-quality library-based parallel tasking runtime. The other two library-based runtimes are research platforms. High Performance ParalleX (HPX) is a runtime developed at Louisiana State University under the DARPA UHPC program. It is intended to be a high-performance implementation of the ParalleX execution model [10]. The ParalleX model is intended to be a revolutionary execution model, based on parallel tasks and abstract synchronization in the form of local control objects (LCOs), all of which are globally named objects. Qthreads [20] is a lightweight tasking runtime developed by Sandia National Laboratories to serve as a compiler target for task-based languages, such as OpenMP and Chapel. In this paper, the benchmarks were written directly to the Qthreads API, rather than using OpenMP or Chapel as a frontend.

Due to the flexibility of the Qthreads scheduler system, we were able to investigate variations on scheduling policy to see their impact on performance. For simplicity, a single-worker-per-queue regime was used in all tests. Two
variations on load-balancing policy within Qthreads are examined: Nemesis, Sherwood. The Nemesis scheduling policy uses exclusively spawn-time load balancing: spawns from each worker thread are spread across the other worker threads in a round-robin fashion. The queue implementation is the NEMESIS queue from MPICH2 [7]. The Sherwood scheduling policy [15] uses work-stealing but steals half of the victim’s queue in a single steal operation. This policy is intended to mitigate queue contention issues common to programs with large numbers of small tasks.

3.2 Benchmarks

The benchmarks chosen to test these runtimes exhibit low levels of real work, so that their scheduling impacts are demonstrated plainly. While task scheduling has a real impact on performance in codes with coarse-grain tasks – for instance in the amount of cache affinity it can maintain between tasks as well as the amount of load balance it can maintain among participants in barrier operations – these benchmarks are primarily tests of the ability of these runtimes to balance task creation and synchronization load. As such, the benchmarks were chosen to demonstrate a variety of different kinds of task spawn and synchronization load imbalance. For instance, the OpenMP versions use only untied tasks and no task coarsening options (such as mergeable or final) in order to compare the runtimes’ ability to handle large numbers of moveable tasks.

3.2.1 Serial Spawn

The Serial Spawn benchmark simply spawns $2^{20}$ null tasks and runs all of them to completion. The tasks are spawned by a single task using a standard serial loop, a pattern common to many loop-parallel programming environments. Depending on the memory allocation scheme used, task spawning can be the primary determinant of performance in this benchmark. This benchmark provides a 1-to-N load imbalance, and requires N-to-1 synchronization. Depending on the implementation, it may also provide pressure on the serial memory allocator performance, particularly in contention with parallel memory deallocation.

3.2.2 Parallel Spawn

The Parallel Spawn benchmark is a progression from the Serial Spawn benchmark. Rather than use a single source to spawn all $2^{20}$ null tasks, the tasks are spawned in parallel, from a parallel loop construct. The parallel loop construct itself may use a Serial Spawn mechanism, and often does in many loop-parallel programming environments, but the details of such a construct are not restricted by this test. In the OpenMP implementation of this benchmark, a 

```c
#pragma omp parallel for loop
```

is used to spawn the tasks. Cilk uses a _Cilk_for loop to spawn the tasks. TBB uses a parallel_for function call, and Qthreads uses the qt_loop construct. HPX, unfortunately, does not have a parallel loop construct, and so cannot compete in this benchmark.

The use of a parallel loop construct allows the runtime system to better manage the 1-to-N load imbalance, but still requires the N-to-1 synchronization. Thus, it can be viewed as a concurrency test: the tasks can be spawned in a balanced manner, negating the liability of aggressive load balancing during parallel loop start. Further, the memory footprint of this benchmark depends heavily upon whether the tasks execute concurrently or if the null tasks must wait for a large number of them to be spawned first.

3.2.3 Fibonacci

The Fibonacci benchmark naively computes the 30th number in the Fibonacci series; i.e., the task computing the $i$th Fibonacci number, $F_i$, spawns task to compute $F_{i-1}$ and $F_{i-2}$ and returns the sum of the results of the two tasks. Specifically, while tasks can be spawned in parallel, the tasks must now behave in a level-synchronized manner. This
well-balanced level-synchronized spawn tree pattern is common among many parallel-recursive algorithms and spawn/sync parallel programming environments.

Because each task spawns two tasks and waits for them, this places high demands on the performance of the tasking runtime’s synchronization mechanisms. Further, because an entire depth-first tree must be instantiated at some point during computation, the benchmark requires a much larger memory footprint than the previous two benchmarks. Due to the synchronization-enforced dependency tree, performance in this benchmark is highly sensitive to task execution order: the right order means that tasks will almost never need to perform an expensive synchronization operation, while the wrong order may require almost every task to wait. While there is a great deal of parallelism in this benchmark, load balance is a particular challenge due to the performance-sensitive nature of the execution order. However, due to the tree structure of the dependency graph, load-balancing operations are generally performed only at the beginning and end of the benchmark’s execution: the two points where the number of available parallel tasks is relatively low.

3.2.4 Unbalanced Tree Search

The Unbalanced Tree Search (UTS) benchmark [14] is similar in many ways to the Fibonacci benchmark: it also uses a recursive tree algorithm to spawn tasks. These random task trees characterize highly unpredictable and difficult to load/balance medium- to fine-grain tasking workloads. The load per task varies, as each parent task is required to run a random number generator a random number times, and each parent task can spawn a random number of children, while leaf nodes are essentially null tasks. The exact structure of the task tree is governed by a set of parameters discussed in [14]; we used the T3 data set1 which builds a task tree with approximately 4 million nodes.

Much like Fibonacci, synchronization performance is key to performance in the UTS benchmark. Similarly, load balance – in terms of actual work, not just the number of tasks executed – is also critical to performance, as the benchmark is designed to generate a great deal of imbalance. As a result, ironically, this imbalance tends help by relieving contention-based pressure on the memory allocation algorithms. Unlike Fibonacci, each task represents an unpredictable amount of work, which presents a real challenge for runtimes that assume that tasks spawned earlier in the execution necessarily represent more work.

---

1The specific parameters for the T3 data set are defined in the UTS code repository available at http://sourceforge.net/p/uts-benchmark. They are: a binomial tree with a root branch-factor of 2000, a probability of spawning a non-leaf node of 0.124875, a non-leaf branch-factor of 8, and a random seed of 42.
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Results

Sections 4.1 through 4.4 present raw performance and scaling trends based on execution time for the different runtimes, per benchmark. Each data point is the arithmetic mean of three non-sequential samples.

4.1 Serial Spawn

Figure 4.1 presents strong scaling results for the Serial Spawn benchmark discussed in Section 3.2.1. The GCC OpenMP and Intel OpenMP results show an increase in execution time roughly proportional to the increase in the number of workers. The Intel OpenMP results have significant performance swings which approximately correspond to socket boundaries, but with the same overall trend as the GCC OpenMP results, suggesting similar algorithms with more cross-socket communication in Intel OpenMP. With those two runtimes removed (Figure 4.1) the HPX and TBB runtimes also show a strong correlation between worker count and increased execution time. HPX is able to reduce execution time for workers up to approximately the size of a socket (8 workers), suggesting that cross-socket communication is a significant problem at scale. Nemesis Qthreads shows an inverse relationship with respect to worker count and execution time: performance degrades until the socket boundary is reached. This suggests that Nemesis Qthreads is particularly hard on cache contents, and that once enough cache can be obtained, by using some from neighboring sockets, performance stabilizes. Execution time for Cilk and Sherwood Qthreads is largely invariant with respect to the number of cores, which suggests that the majority of the overhead is in the spawn operation, since it is the portion of the benchmark that does not vary with the number of cores. One obvious conclusion to draw from these results is that these two OpenMP runtimes are not good at serial task spawning.

![Serial Spawn Benchmark Results](image-url)

Figure 4.1. Execution time for the Serial Spawn benchmark with $t = 2^{20}$. 
4.2 Parallel Spawn

Figure 4.2 presents strong scaling results for the Parallel Spawn benchmark discussed in Section 3.2.2. HPX numbers for this benchmark are not available, because the runtime does not provide a built-in parallel loop construct. The two Qthreads scheduling options have poor performance for low numbers of workers, but Sherwood Qthreads provides highly competitive performance once the socket boundary is crossed. This suggests that the overheads involved, though clearly not minimal, are ones that are either amenable to parallel speedup or result from excessive cache use. Nemesis Qthreads and TBB are the worst performing for this benchmark relative to the other runtimes, with TBB having better execution time for low worker counts and worse time for higher counts, and Nemesis Qthreads showing the opposite behavior. Cilk, GCC OpenMP, and Intel OpenMP are the three best performers, showing the best execution time consistently across all core counts; though at scale, Cilk, GCC OpenMP, and Sherwood Qthreads are the three best performers.

![Figure 4.2. Execution time for the Parallel Spawn benchmark with \( r = 2^{20} \) for all runtimes.](image)

4.3 Fibonacci

Figure 4.3 presents strong scaling results for the Fibonacci benchmark discussed in Section 3.2.3. In Figure 4.3(a), the HPX runtime shows a strong correlation between increased number of workers and increased execution time. Its single-threaded performance does not compare favorably, at roughly 3× the execution time of the next-slowest runtime, and the problem gets worse as more resources are used, at roughly 295× the execution of the next-slowest runtime at full scale. The HPX implementation of Fibonacci uses a futures construct in order to asynchronously spawn tasks and later wait on their results. This is considered one of HPX’s fundamental constructs, so it is unfortunate that it does not perform very well. Removing the HPX results (Figure 4.3(b)) shows that GCC OpenMP follows a similar trend, though not as severe in terms of execution time. Nemesis Qthreads is also not in the same league as the rest of the schedulers, though it does at least provide modest scaling. Figure 4.3(c) presents the results with Nemesis Qthreads, GCC OpenMP, and HPX results removed. Sherwood Qthreads again shows relatively poor performance for low core counts, but strong performance for medium to high core counts, with a distinct performance improvement as additional cache is added by crossing the second socket boundary. Cilk, Intel OpenMP, and TBB are the three best performers, showing the best execution time across increasing numbers of workers. It is likely that TBB’s depth-limited scheduling is particularly beneficial on this benchmark.
4.4 Unbalanced Tree Search

Figure 4.4 presents strong scaling results for the UTS benchmark discussed in Section 3.2.4. In Figure 4.4(a), GCC OpenMP shows a correlation between an increased number of workers and increased execution time. HPX shows initial speedup up to 8 cores, after which performance degrades as additional workers are added. Note that the implementation of UTS in HPX does not use their futures construct, and instead uses a global atomic counter for termination detection. The reason for this is that, despite the contention overhead inherent in a global atomic counter, the futures implementation was several orders of magnitude slower. Removing GCC OpenMP and HPX results (Figure 4.4(b)) provides a clearer view of the faster runtimes. Nemesis Qthreads shows relatively low performance across core counts, but does demonstrate modest scaling. Cilk shows reasonable performance for medium to high core counts, though performance does degrade with increased core counts. We were unable to collect Cilk results for 2–8 cores due to their stack-based task allocation, which ran out of space and crashed. This is not a fundamental limitation of the Cilk model, but is instead a limitation of the implementation of their runtime. Intel OpenMP, Sherwood Qthreads, and TBB are the best performing runtimes for this benchmark, though TBB has a noticeable performance advantage across all core counts. Like the Fibonacci benchmark, TBB’s performance advantage is likely a result of its depth-limited load balancing.
Figure 4.4. Execution time for the UTS benchmark with the T3 tree for all runtimes.
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Analysis

5.1 High-Level

The first observation to make is that each runtime has different strengths and weaknesses. To demonstrate that, we can classify the runtimes as “high performance” and “low performance” for each microbenchmark. We use the Serial Spawn benchmark to separate the runtimes by designating those that have a roughly constant execution time independent of parallelism “High” – Cilk, Nemesis Qthreads, Sherwood Qthreads – and those whose execution time increases with additional processors “Low” – TBB, HPX, Intel OpenMP, and GCC OpenMP. The Parallel Spawn benchmark is used to separate the runtimes by designating those that keep their execution time below 0.2 seconds at all scales “High” – Cilk, GCC OpenMP, Intel OpenMP – and those that don’t “Low” – TBB, HPX, and all forms of Qthreads. The Fibonacci benchmark differentiates the runtimes by designating those that keep their execution time below 2 seconds “High” – Sherwood Qthreads, Cilk, TBB, and Intel OpenMP – and those that take more time “Low” – Nemesis Qthreads, GCC OpenMP, and HPX. The UTS benchmark is used to separate runtimes by designating those that have a full-scale execution time of less than a half second “High” – TBB, Sherwood Qthreads – and those that take more time “Low” – Intel OpenMP, Cilk, GCC OpenMP, HPX, and Nemesis Qthreads. Figure 5.1 summarizes these binary categorizations, and demonstrates pictorially that no runtimes are in the “High” category for all benchmarks.

The choice of cutoff between the two classes for each benchmark is necessarily subjective, but the classifications are nevertheless instructive. Usually there are fairly significant divisions, but some do miss the cutoff by a relatively small amount. Intel OpenMP is almost a high performer on UTS, but seems to be struggling with some load balancing issues at high core counts. Similarly, Sherwood Qthreads is almost a high performer on the Parallel Spawn benchmark because it is usually below the cutoff, but has some overhead issues with very low core counts and some load balancing interference with very high core counts. Yet, in almost all cases, when a runtime is in the “Low”
category, it has missed the cutoff significantly. For these runtimes (with the potential exception of Sherwood Qthreads), using the wrong design pattern comes with a significant performance penalty.

For instance, TBB is the best performer on the heavily unbalanced UTS spawn tree, and is extremely good at the Fibonacci spawn tree. However, when the spawn pattern is not tree-based, such as the Serial and Parallel Spawn benchmarks, TBB seems to suffer from parallelism rather than benefit from it: it has the worst at-scale performance of any runtime on the Parallel Spawn benchmark. Cilk is one of the best performers at both the Serial and Parallel Spawn benchmarks, both in terms of absolute performance and in terms of scalability, as well as the Fibonacci benchmark. But it cannot even always run the UTS benchmark – it runs out of stack space – and appears to struggle with the additional computational resources, rather than benefit from them. With Cilk, the best number of cores to use is the fewest number (greater than one) that will actually run the benchmark to completion.

The most reliably performant runtime is Sherwood Qthreads (the default Qthread scheduler option), which provides dependably strong performance at scale in all of the benchmarks, and only misses the cutoff for the Parallel Spawn benchmark due to its poor performance with six cores or less.

5.2 Inferring Details

When answering the question of why these benchmarks perform the way they do, there is a limit to inspection, based on the proprietary nature of some of the runtimes and the perturbation of timing imposed by profiling. However, we can make a few observations based on the benchmarks and what is known about the design of the runtimes. The first two benchmarks, Serial Spawn and Parallel Spawn, do not use the tasks to perform any kind of work, and spawn them in a predictable fashion. This makes them highly susceptible to compiler-based static analysis, which can collapse task spawns when the tasks can be identified as null tasks or even merely side-effect free. The benchmark results for Parallel Spawn bear this out as the compiler-based runtimes perform especially well. What is interesting is that, in the Serial Spawn benchmark, of the compiler-based runtimes only Cilk appears to be able to fully analyze the tasks being spawned; the OpenMP implementations are unable to automatically collapse the null tasks.

5.2.1 Static Analysis

Task-aware compilers have the opportunity for performing task-based static analysis to optimize performance, and Cilk’s compiler has a history of deep static analysis for parallel execution. A good example of this analysis is the fast-clone feature of Cilk [9] wherein the compiler creates a synchronization-free version of each task that is used whenever it is known (by virtue of the fact that the task’s children have not been stolen) that it is safe to do so. This behavior helps greatly, especially when the structure of the application is such that work-stealing is rare, as with the Fibonacci benchmark. The Fibonacci benchmark’s structure is such that there is a lot of load balancing overhead at the beginning of execution and at the end, but in the middle there is very little. This structure benefits greatly from the fast-clone feature of the Cilk compiler. The UTS benchmark, on the other hand, is designed to make it impossible to statically analyze and to force a great deal of runtime load re-balancing. Cilk’s relatively poor performance at the UTS benchmark suggests that runtime load re-balancing is not something that Cilk is especially good at. The OpenMP runtimes also have the opportunity to leverage static analysis, and their performance on the Parallel Spawn benchmark may be an indication of that. However, the performance differences on the other benchmarks suggest that the OpenMP compilers do not yet have the level of task-based static analysis sophistication that Cilk has.

5.2.2 Scheduling Policy and Synchronization Avoidance

An interesting comparison to examine is the Cilk and Sherwood Qthreads results. Cilk’s work-stealing algorithm only steals a single task per steal operation under the assumption that a single old task is likely to result in a great deal more work than a single task that has been spawned very recently, and is less likely to require data that is in cache.
Further, Cilk’s work-stealing algorithm is intended to reduce the number of tasks that are stolen as much as possible, to further assist the fast-clone optimization. Qthreads cannot leverage a compiler-based fast-clone, regardless of the scheduling policy. As such, Sherwood Qthreads suffers from a large number of load-balancing operations and consequently significant queue contention. Cilk has similar problems, but the benefit of the fast-clone usually compensates, in those cases where it can be used.

5.2.3 Context Swapping

Scheduling policy details explain why Cilk and Sherwood Qthreads have such different performance on the first three benchmarks, but does not explain the performance difference on the UTS benchmark. Because the UTS benchmark’s design negates most of Cilk’s compiler-based and structural advantages, the difference in performance must be based on other runtime overheads, such as the cost to perform synchronization and execute tasks (i.e. context swap). Cilk’s context swap implementation is entirely compiler-based, saving off the active-set of variables at every synchronization point. The Qthreads context-swap is based on the function-call ABI, and as such must only save the caller-saved registers and the stack pointer. Which context-swap method is faster is dependent on both the application – how many active variables it has – and the function-call ABI – how many registers must be saved by the callee. If, as is true for the UTS benchmark on an x86_64 architecture, the size of the set of active variables is larger than the size of the set of caller-saved registers, Cilk’s compiler-generated scope-based context swap method is necessarily slower than an ABI-based context-swap. The x86_64 ABI requires storing 11 64-bit registers, which makes it reasonably probable that in complex code, the ABI-based context-swap has the advantage. However, on platforms like the POWER7 architecture – where the function-call ABI requires saving 19 64-bit general-purpose registers, 18 64-bit floating-point registers, 11 256-bit vector registers, and 8 more 64-bit bookkeeping registers – it is much more likely that a scope-based context swap, or even a compiler-assisted context swap, will outperform an ABI-based swap.

5.2.4 Synchronization Semantics

It is also possible that the relative efficiencies of the Qthreads and Cilk synchronization primitives are responsible for the performance difference in the UTS benchmark, though that is hard to determine definitively given Cilk’s proprietary nature. Cilk uses, exclusively, the sync keyword, which is equivalent to OpenMP’s taskwait and TBB’s spawn_root_and_wait; it can only wait for all spawned tasks to complete. Qthreads uses a more flexible, direct synchronization mechanism: full/empty bits.

Synchronization primitives designed around the “wait for all my child tasks” semantic work well with a load-balancing technique known as depth-restricted work stealing [18], which is essentially designed for recursive spawn trees. Depth-restricted work stealing requires that when a task blocks, if its worker thread must steal a task to get more work, the only tasks eligible to be stolen are those with a greater recursive depth than the blocking task. The underlying idea is that by working on tasks that are deeper into the recursive tree, the task is more likely to be assisting in the forward progress of the blocked tasks. This assumption is true in deep recursive spawn trees, such as those in Fibonacci and UTS. Only one runtime, TBB, uses this load balancing technique, which explains why it does so well on the Fibonacci and UTS benchmarks despite not being able to leverage compiler assistance. However, depth-restricted work stealing requires additional work to decide which tasks can be stolen, and as such imposes additional, unhelpful overheads on task patterns that are not deeply recursive spawn trees, which is likely why TBB performs so poorly on the Serial and Parallel Spawn benchmarks.

It is tempting to think that perhaps TBB and Cilk ought to be combined: leverage the compiler benefits of Cilk with the scheduler technology of TBB. However, these two technologies assume inherently opposed technical strategies. Depth-restricted work stealing encourages stealing child tasks, rather than parent tasks, which would significantly reduce the utility of the fast-clone feature of Cilk, since it relies on child tasks not being stolen in order to reduce synchronization.
5.3 Profiling

Profiling a performance-optimized code is a challenging endeavor. Function inlining and function multi-purposing restrict the ability for a given runtime to know precisely what is taking the most time and why. For instance, a single scheduling function may participate in context swapping, synchronization, and load balancing depending on the situation, which is often impossible to differentiate without requiring a line-by-line analysis of the runtime. Additionally, load-balancing runtimes are reactive to the behavior of a system at runtime, and so naturally are highly sensitive to profiling overhead. Further, some of these runtimes are intentionally resistant to profiling. The Intel TBB implementation in particular hides its internal functions from the profiler, identifying them merely as “[TBB Scheduler Internals]”.

With those caveats, however, we can still obtain rough estimates of what the runtimes are spending their time on by using a statistical profiler and binning functions into categories based on educated guesswork. There is obviously some inaccuracy to this, but it is a reasonable first-order analysis. We ran the benchmarks at full scale and profiled them using the HPCToolkit software to identify how much time each function was taking. We then categorized the functions by what they were most likely doing. The categories were as follows:

**Task**  the body of the tasks themselves.

**Spawning**  any function associated with creating new tasks.

**Scheduler Misc**  any function associated with the scheduler but not clearly in another category.

**Yielding**  any call that explicitly relinquishes control of the processor.

**Memory Allocation**  function calls clearly associated with memory allocation and deallocation.

**Load Balance**  functions associated with load balance.

**Context Swap**  functions associated with saving task state and restoring or initializing task state.

**TLS**  functions associated with thread-specific data access.

**Synchronization**  atomic operations, mutexes, and all other synchronization-related functions.

Figure 5.2 presents stacked bar graphs of the percentage of execution time used by the runtimes in executing the Serial Spawn benchmark. GCC OpenMP spent most of its time in a function called `do_spin`, which is an internal spin-lock involved in `taskwait`. One aspect that is particularly interesting is the heavy use of yielding functions, specifically `__sched_yield()`, in both Cilk and Intel OpenMP. This is most likely a result of their load balancing mechanism, wherein when no tasks are available, the CPU is relinquished. This behavior provides a fall-back to handle cases where the computer is over-subscribed. The large portion of HPX’s runtime that falls in the miscellaneous category is related to CPU affinity and topology, specifically, spent creating and destroying topology objects. Excluding topology manipulation, most of HPX’s runtime is spent doing synchronization operations. The most-used function in Qthreads, is `qt_scheduler_get_task`, which is the primary load balancing function. TBB, unfortunately, spends most of its time in the ambiguous [TBB Scheduler Internals].

Figure 5.3 presents stacked bar graphs of the percentage of execution time used by the runtimes in executing the Parallel Spawn benchmark. The purpose of spawning tasks from a parallel loop was to reduce the need for runtime load-balancing, and it appears to have been largely successful. GCC OpenMP is still stuck with `do_spin`, but because of the natural load-balance of the benchmark, manages to be performant. Intel OpenMP spends most of its time in a function called `__kmp_wait_sleep`, though it is unclear what it is waiting for. Qthreads appears to be doing a surprising amount of load balancing, though this may be an artifact of the dual-purposes of the `qt_scheduler_get_task` function.

Figure 5.4 presents stacked bar graphs of the percentage of execution time used by the runtimes in executing the Fibonacci benchmark. Despite the large volume of synchronization operations in this code, most runtimes spend
relatively little time performing that synchronization. This may be, as in Cilk, because the synchronization is avoided altogether by scheduling policy, or it may be another dual-purpose function artifact. For instance, Intel OpenMP spends most of its time in \_kmp\_wait\_sleep, which may be a part of synchronization. Qthreads, on the other hand, spends most of its time in \_qt\_hash\_lock and its caller \_qthread\_readFF, which is the synchronization used for its full/empty-bit support. Once again, HPX spends most of its time manipulating topology data structures, but excluding topology, most of the runtime is spent in synchronization operations. For instance, other than topology-related functions, the most frequently called function in HPX is an atomic from\_integral function.

Figure 5.5 presents stacked bar graphs of the percentage of execution time used by the runtimes in executing the Unbalanced Tree Search benchmark. Cilk, which performed unusually poorly on this benchmark, spent a large amount of time allocating memory, presumably for saving off state. Perhaps predictably, the fastest runtimes on this benchmark are those that actually spend some time load balancing (assuming that the time TBB spends in “miscellaneous” is time spent load balancing).
In all of these benchmarks, except in cases where the total runtime is exceedingly small anyway, memory allocation accounts for a relatively small percentage of the execution time. As a result, alternative memory allocation schemes are unlikely to significantly impact the overall time unless the application itself places a great deal of stress on memory allocation. A few runtimes exhibit consistent behaviors across benchmarks. For instance, GCC OpenMP appears to have made a poor choice in using a spin-lock to do task-wait synchronization, which is only beneficial when the code is naturally balanced (i.e. Parallel Spawn). Both Cilk and Intel OpenMP spends a lot of time in yielding functions, though that may suggest that they are either mis-categorized or dual-purpose; they may also be used for context swapping or synchronization. It is also possible that they’re forced to yield as a precaution against over-subscription.

Based on these results, while there is no single tasking operation that would be beneficial to hardware-accelerate for all runtimes, there are a few that usually account for most of the execution time: synchronization and context swapping.
Chapter 6

Conclusion

This paper presented a comparison of four task spawning benchmarks (Serial Spawn, Parallel Spawn, Fibonacci, and UTS) across six publicly available tasking runtimes (Intel Cilk Plus, Intel Threading Building Blocks (TBB), Intel OpenMP, GCC OpenMP, Qthreads, and HPX). The results show that no single runtime provides the highest performance for each of the given benchmarks, and, in fact, each runtime exhibits a set of underlying design assumptions for which it is optimized. Blindly choosing one of these systems as part of the overall model of computation for a future platform implies accepting those assumptions for that platform’s application set, which has significant ramifications on application structure and performance. Specifically, it places an implicit requirement on future application structure in order to obtain performance.

Where further analysis of those underlying assumptions was possible, we examined the results of our study and demonstrated that:

1. No single runtime is optimal in all cases.
2. Using the wrong task spawning pattern for the runtime has a significant performance penalty.
3. Runtimes with the best performance for one benchmark usually have the worst performance for another benchmark.

In order to properly support an increase in parallelism of multiple orders of magnitude while still presenting a useful execution model, the concepts must at least scale to commodity levels of parallelism. Similarly, if a runtime implementation is expected to scale to multiple orders of magnitude larger than commodity systems, it must scale to at least commodity levels of parallelism. Further, to be considered general-purpose, both the execution model and the supporting runtime system must not have easy-to-expose pathological cases. Work remains to be done to improve the generality of the task scheduling systems embodied in today’s task-parallel runtime systems, specifically with respect to their suitability for real world applications that will compose a wide variety of spawn and synchronization patterns.
Bibliography


DISTRIBUTION:

1 Richard Murphy
   Micron Technology, Inc.
   8000 S. Federal Way
   P.O. Box 6
   Boise, ID 83707-0006

1 MS 0899 Technical Library, 9536 (electronic copy)